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Der blinde

Glaube

an die Maschine

Kiinstliche Intelligenz wird als Therapeut oder Rechtsberater genutzt - obwohl sie dafiir grundlegend ungeeignet ist.
Der Luxemburger Experte Christoph Schommer geht dem Phinomen auf den Grund

Von Sebastian Weisbrodt

Large Language Models (LLMs) wie
ChatGPT sind beeindruckende Systeme. In-
nerhalb kiirzester Zeit haben sie Einzug in
Alltag und Beruf gehalten. Sie generieren in
Sekundenschnelle Texte, iibersetzen, erkli-
ren und fassen in nahezu jeder Sprache zu-
sammen. Méglich wird dies durch das Trai-
ning mit enormen Mengen an Texten aus
unterschiedlichsten Quellen. Abermilliar-
den von Wiirtern aus Biichern, Artikeln und
Webseiten bilden die Grundlage dafiir, dass
ein solches System sprachliche Muster er-
kennt und reproduzieren kann.

+LLMs werden Jlarge' genannt, weil sie
stindig Massen an Texten verarbeiten und
Muster kontinuierlich lernen beziehungs-
weise gelernt haben®, erklirt Prof. Chris-
toph Schommer, Experte fiir Kiinstliche In-
telligenz an der Universitiit Luxemburg.

Die Art und Weise, wie diese Systeme
Antworten formulieren, erweckt schnell den
Eindruck von Verstiindnis, von echtem Den-
ken. Doch dieser Eindruck tiuscht. Denn
was nach Intelligenz aussieht, ist im Kern
Statistik. Ein LLM analysiert, welche Worte
typischerweise zusammen vorkommen, 0
Schommer. Es berechne Wahrscheinlich-
keiten und wihle dadurch aus. ,Ein LLM sagt
nicht unbedingt, was wahr ist, sondern was
sprachlich plausibel und am wahrschein-
lichsten ist*, betont der Experte. Die Kon-
sequenz Die kiinstliche Intelligenz formu-
liert syntaktisch korrekte, sinnvoll klingen-
de Sdtze - jedoch ohne echtes Verstindnis
fiir ihre Bedeutung zu haben.

Was der Chatbot leistet
und was nicht

+LLMs haben keine Gefiihle, keine Emotio-
nen oder Intentionen, keine eigene Erfah-
rung”, stellt Schommer klar. Wird das Sys-
tem etwa gebeten, eine Geschichte {iber die
Universitiit Luxemburg: zu erzihlen, ver-
wendet es einfach Wirter, die typischer-
weise in Texten iiber diese Institution vor-
kommen. LLMs haben kein Bewusstsein
und wissen nicht, was eine Universitit ist.
Texte werden gesucht, gefunden, nicht aber
verstanden.”

Studien belegen die Defizite: Eine Unter-
suchung der BBC zeigte, dass bei 51 Prozent
aller Chatbot-Antworten zu BBC-Nachrich-
ten signifikante Probleme auftraten. 19 Pro-
zent enthielten faktische Fehler, 13 Prozent
zitierten Inhalte falsch oder erfanden sie
ganz.

Seelsorger, Anwalt, Arzt -
die falsche Nutzung

Trotz dieser Einschrankungen werden LLMs
zunehmend von vielen Nutzerinnen und
Nutzern fiir Aufgaben eingesetzt, fiir die sie
grundlegend ungeeignet sind. Schommer
warnt vor einer bedenklichen Entwicklung:
LIch bin mir sicher, dass ChatGPT auch als
moralische Autoritdt - ,Wie soll ich mich
jetzt verhalten?' -, als Berater fiir emotiona-
le Unterstiitzung - Ich weift nach meiner
Scheidung nicht mehr weiter. Was kann ich
tun? -, als Entscheidungsinstanz in rechtli-
chen, ethischen und politischen Fragen so-
wie als Ersatz fiir Expertenwissen herange-
zogen wird."

Die Beispiele, die der Professor nennt,
sind konkret: Menschen, die ChatGPT fra-
gen, ob sie nach einem Schlaganfall wieder
Autofahren diirfen. Nutzer, die das System
um Rat bitten, welche Partei sie wihlen sol-

Das Problem liegt im System: Chatbots verstehen nicht wirklich, was sie sagen. Sie berechnen auf Basis riesiger Textmengen, welche Wirter

wahrscheinlich zusammenpassen.

KI-Experte Christoph Schommer erklirt, wel-
che Anfragen iiber das Potenzial von Chat-

bots hinausgehen. Foto: Christophe Ofinger

® Die Gefahr besteht,

® private Dinge
anzuvertrauen und
ChatGPT als emotionale
Autoritdt zu sehen.

Prof. Christoph Schommer, Experte fiir Kiinstiiche
Intelligenz an der Universitat Lucemburg

len. Oder Personen, die bei bestimmten
Symptomen auf die Diagnose des Chatbots
vertrauen.

Dass dies keine theoretischen Szenarien
sind, zeigen reale Fille; Immer wieder wer-
den Anwilte dabei erwischt, wie sie ihre
Arbeit mit ChatGPT erledigen - und dabei
von der KI frei erfundene Gerichtsurteile in
ihre Akten iibernehmen.

Die Griinde fiir diese Fehlnutzung seien
psychologisch  nachvollziehbar,  meint
Schommer: ,Eigenes Denken ist anstren-
gend und eine tiefgehende Auseinanderseét-
zung mit einem Thema kann zeitintensiv
und mit Kosten verbunden sein” Systeme

wie ChatGPT wiirden entlasten, die Ant-
worten kinnten stimulierend wirken und
eigenes Denken anregen. Zudem seien sie
oft kostengiinstiger als das Kontaktieren
eines Rechtsanwalts oder Psychologen.

Doch die Gefahr liege darin, dass die Sys-
teme als mehr wahrgenommen wiirden, als
sie tatsdchlich sind. ,Die Gefahr besteht, pri-
vate Dinge anzuvertraven und ChatGPT als
emotionale Autoritit zu sehen”, warnt
Schommer. ,Da ChatGPT auf fast jede Fra-
ge eine plausible Antwort gibt, ist unsere
eigene Meinung und auch unser Fachwis-
sen beeinflussbar.”

Die lilusion von Kompetenz

Warum aber wirken diese Systeme so iber-
zeugend? ,ChatGPT glinzt mit flissiger, ko-
hiirenter und selbstbewusster Sprache”, er-
klirt Schommer. ,ChatGPT zeigt wenig Un-
sicherheit, wirkt souverin und serifis." Die
rhetorischen Muster wirkten menschlich,
die gegebenen Ratschlige und die Experti-
se iiberzeugend, Zudem ermiide das System
nicht und sei rund um die Uhr nutzbar.

Diese Eigenschaften fihrten zu einer ge-
fihrlichen Dynamik. . Menschen pflegen
ihre eigenen Gewohnheiten und wihlen in
der Regel den bequemen und niitzlichen
Weg", so Schommer. Er glaubt, dass
ChatGPT im privaten und beruflichen Le-
ben immer hiufiger zum Einsatz kommen
werde, ,Bewusst eingebaute menscheniihn-
liche Nuancen® wiirden dazu beitragen, dass
das System als zuverldssiger Freund und ko-
gnitive Kompetenz anerkannt werde.

Der Professor befiirchtet, dass Menschen
durch den stindigen Gebrauch Bewusstsein
erkennen oder bewusste Intentionen in die
generierten  Antworten  hineinprojizieren
kénnten. ,Auch, dass ein' Verstindnis der
Fragen gesehen wird und so von ChatGPT
gedufberte Meinungen unkritisch akzeptiert
werden.

Die Konsequenzen dieser Entwicklung
seien vielfiltig und besorgniserregend,
#Eigenes Nachdenken wird vernachlissigt
und degeneriert”, warnt Schommer. Neu-
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gier und eigene Kreativitit nihmen migli-
cherweise Schaden, die Abhdngigkeit von
Systemen steige. Es drohten .verringerte
Zweifel, Kritiklosigkeit und Konsumden-
ken®, Besonders bedenklich: die mégliche
+Entwertung menschlicher Expertise®.

Folgen fiir Nutzerinnen und Nutzer

Eine Studie von Microsoft bestitigt diese
Sorgen: Die intensive Nutzung von genera-
tiver KI habe negative Auswirkungen auf das
kritische Denken - ein Phinomen, das um-
so stirker sei, je hiher das Vertrauen in die-
se Systeme ausfalle.

Schommer sieht konkrete Gefahren: fal-
sche medizinische Ratschlige, Fehlinforma-
tion in Rechtsfragen, Diskriminierung von
Personen, politische Manipulation und die
Férderung  emotionaler  Abhiingigkeit.
WJChatGPT kann zur Autoritit werden, mit
der Gefahr, dass Antworten fiir bare Miinze
genommen werden und nicht mehr in Zwei-
fel gezogen werden®, warnt er. Gegebenen-
falls stehe die Meinung von ChatGPT {iber
der von Experten: ,Wenn ChatGPT es sagt,
dann muss es doch stimmen®,

Die Frage, ob wir langfristig kritisches
Denken verlernen, hinge davon ab, wie wir
die KI nutzen, meint der Professor. Nutze
man sie ausschlieflich als Konsument und
Ersatz fiir eigenes Denken, wiirden Argu-
mentierfihigkeit sinken, Autorititsgliubig-
keit und Kritikunfihigkeit steigen. Als Werk-
zeug eingesetzt konne KI jedoch Denkpro-
zesse unterstiitzen, zum Lernén anregen und
Effizienz steigern.

Eine Abhingigkeit von KI im Alltag hilt
Schommer fiir wahrscheinlich: ,Besonders
dort, wo wir schreiben, planen oder Ent-
scheidungen treffen, neigen wir dazu, uns
auf die KI zu verlassen, anstatt selbst zu
{iberlegen." Der Wunsch nach Effizienz und
Niitzlichkeit wiege stirker als die Einsicht,
es doch lieber selbst zu machen. Diese Ab-
hiingigkeit hilt er fiir gefihrlich - vor allem
dann, wenn aus dem Werkzeug eine Auto-
ritiit wird, die fiber menschlichem Urteils-
vermdigen steht,



